
It is now widely appreciated that synapses 
in the cerebral cortex are bidirection-
ally modified by sensory experience; that 
homeostatic mechanisms exist to ensure 
that activity in the cortical network stays 
within a useful dynamic range; that a 
manifestation of such synaptic plasticity 
at the cellular level is the gain and/or loss 
of responsiveness to particular sensory 
stimuli; and that the manifestations of such 
plasticity at the systems and behavioural 
levels are learning and memory storage. 
These tenets of modern neuroscience were 
once, not long ago, theoretical ideas. In 
1982, Elie Bienenstock, Leon Cooper and 
Paul Munro proposed a theory of cortical 
synapse modification that incorporated 
these ideas to account for experimental 
observations of experience-dependent 
acquisition and modification of neuronal 
response selectivity in the visual cortex1. 
This proposal, known as the BCM theory, 
has been successful in explaining the 
development of visual cortical response 
properties in different visual environments 
and has suggested experiments that have 
uncovered new phenomena, such as homo-
synaptic long-term depression (LTD) and 
metaplasticity. The theory has provided a 
framework in which new questions could 
be posed and new discoveries could be 
put into an appropriate place in an overall 
structure.

The influence of the BCM theory on 
experimental studies over the past three 
decades provides a concrete example of the 
fruitful interaction of theory and experi-
ment in neuroscience (BOX 1). We believe 
that it is appropriate at this anniversary 

to evaluate what the theory has done to 
advance the understanding of synaptic 
plasticity, learning and memory.

Origins of the BCM theory
It was realized in the early 1970s that net-
works of neurons can form distributed rep-
resentations of the world that are ‘associative’ 
(that is, recollection of one memory can lead 
to the recollection of another memory that 
is linked to the former by experience) and 
‘content addressable’ (that is, memories are 
accessed by content rather than by a physi-
cal address in the neuronal network). Such 
representations are resistant to the loss of 
individual neurons and synapses and thus 
provide a candidate substrate for memory 
storage in the animal brain. But how can these 
representations be constructed in networks of 
neurons? That is, how can the strengths of the 
vast numbers of synapses that make up neu-
ronal networks be adjusted to obtain a map 
that corresponds to a particular memory?

Early models of the process of synaptic 
modification were based on the relative rates 
of neuronal firing at different synapses2–4. 
Perhaps the simplest of these models was 
that synaptic modification (and hence learn-
ing) follows the famous Hebbian rule that 
“when an axon in cell A is near enough to 
excite cell B and repeatedly and persistently 
takes part in firing it, some growth process 
or metabolic change takes place in one or 
both cells such that A’s efficiency in firing B 
is increased” (REF. 5). In other words, neurons 
that fire together, wire together6,7.

It was, however, immediately clear that 
Hebbian learning could only be part of the 
explanation of synaptic modification, as 

synapses following this rule would grow in 
strength without bound. Thus, one early 
question was how could such learning be 
stabilized? Furthermore, although infor-
mation regarding the presynaptic input is 
locally available at the synapse, the integrated 
response of the postsynaptic cell to the inputs 
from all of its dendrites is not. Thus, it was 
unclear how the information required for 
Hebbian learning could be made available 
at synapses. In order for the information 
required for Hebbian modification to be 
available locally, it was conjectured that it 
must be propagated ‘backwards’ (by depo-
larization or through spikes travelling in 
the opposite direction to the usual flow of 
signals) from the cell body to each of the 
synapses8 (FIG. 1). Although such conjectures 
seemed attractive when they were proposed 
in the early 1970s, they were criticized 
because, at that time, there was little evi-
dence for experience-dependent synaptic 
modification of any kind. It therefore became 
important to determine whether such synap-
tic modification takes place and, if so, what 
form it takes. Furthermore, it was crucial to 
understand its cellular and molecular basis 
and thus the cellular and molecular basis for 
learning and memory storage.

An avenue to attack these questions was 
provided by the experimental observation 
that many cortical neurons are selective for 
particular features of a stimulus. A com-
pelling demonstration of this concept was 
provided by the ‘edge detectors’ described 
by Hubel and Wiesel in the primary visual 
cortex (V1) of kittens9. By the mid 1970s, 
years of experimentation in the visual cortex 
had led to two (sometimes controversial) 
conclusions. First, in animals reared in 
normal visual environments, most visual 
cortical neurons are selective for particular 
stimulus orientations and are binocular 
and, second, these properties are modified 
by the visual experience of the animal10,11. 
A robust example of experience-dependent 
plasticity occurs in monocular deprivation, 
in which relatively brief monocular eyelid 
closure leads to a modification, called an 
ocular dominance shift, whereby corti-
cal responses to stimuli presented to the 
deprived eye are depressed or disappear 
(FIG. 2). Thus, it seemed that the relation-
ship between the input and the output 
of visual cortex neurons could be altered by 
visual experience. The next question was: 
could these experience-dependent changes 
in input–output properties of neurons be 
attributed to synaptic modification and, if 
so, what form of modification could explain 
these observations?
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Theoretical modelling can place ideas 
of synaptic modification in concrete forms. 
Hebbian synaptic modification (FIG. 1b) can 
be written as: 
∆mj ∝ φi

Hebb(c) dj (1)

where m is the synaptic strength, φHebb is 
the Hebbian modification function, c is the 
firing rate of the postsynaptic neuron, d is 
the input firing rate, j identifies the presyn-
aptic input and i identifies the postsynaptic 
neuron. As shown in FIG. 1b, φHebb is equal 
to c. According to this equation, the change 
in synaptic strength (weight) at the jth syn-
apse is proportional to the product of the 
firing rates of the jth presynaptic axon and 
the ith postsynaptic neuron onto which it 
synapses. However, this equation yields 
no selectivity (that is, the responses of the 
neuron will not be limited to a subset of 
input patterns, as is observed experimen-
tally) and needs stabilization; otherwise, as 

mentioned above, the synaptic strengths 
would grow indefinitely.

A first attempt at solving these prob-
lems is called the CLO theory, named 
after the authors Cooper, Liberman 
and Oja who proposed it4. This theory 
combined Hebbian learning with ‘anti-
Hebbian’ learning (that is, a decrease in mj 
when the postsynaptic response is below a 
particular threshold). This theory can be 
written as:

 = φCLO (c) dj (2)
dmj

dt

where φCLO is the CLO modification function 
as shown in FIG. 1c.

According to this theory, there is a 
threshold level of postsynaptic response 
(termed the modification threshold (θm)) 
at which the polarity of synaptic modifica-
tion reverses from negative to positive. 
When c > θm, the synaptic weights of active 

inputs increase, whereas when c < θm, the 
synaptic weights of active inputs decrease. 
This theory yields some selectivity because 
synaptic weights can evolve so that the 
neuron eventually responds only to 
some inputs (those that initially yielded 
a response where c > θm) and not to oth-
ers (those that yielded a response where 
c < θm). However, this theory is not stable 
because setting the threshold too low causes 
synaptic strength to grow without bound 
(as in Hebbian learning), and setting the 
threshold too high causes all synapses to 
weaken to zero.

The BCM theory added a sliding modi-
fication threshold — that is, an adjustable 
θm — to the CLO theory (FIG. 1d). As the 
value of θm automatically adjusts as a func-
tion of the average activity of the postsyn-
aptic neuron, the BCM theory overcame 
the limitations of the CLO theory and 
yielded both selectivity and stability. A 
later theoretical innovation by Intrator and 
Cooper that redefined the movement of θm 
further improved the stability of the BCM 
theory12.

In addition to the sliding modifica-
tion threshold, the BCM theory requires 
bidirectional synaptic modification: that 
is, both increases and decreases in synaptic 
strength. The solutions of the BCM equa-
tions converge towards a set of synaptic 
weights (also known as the fixed points of 
the theory) that depend on the quality and 
structure of the visual environment. In a 
‘patterned’ environment (for example, an 
ordinary visual environment that is crisply 
imaged on the retina), only selective fixed 
points are stable. In other words, the syn-
aptic weights move towards stable values 
such that the neuron responds only to 
some of the experienced input patterns and 
therefore shows the property of stimulus 
selectivity.

It was demonstrated that the BCM 
theory was in qualitative agreement 
with experimental results. In a patterned 
environment, neurons developed stable 
stimulus selectivity, whereas in a noisy 
environment (as might occur, for exam-
ple, when image formation on the retina 
is degraded by eyelid closure), neurons 
either did not develop or did not retain 
selectivity13. Furthermore, a large number 
of simulations have been performed over 
the years to test the consequences of the 
theory in various natural image visual envi-
ronments14–17. These simulations have also 
produced results that agree both qualita-
tively and quantitatively with experimental 
findings (FIG. 3).

Box 1 | The role of theory in science

Can theory be useful in neuroscience? We know that theory is very useful in the physical sciences 
and no one doubts the value of hypothesis-driven experiments in the biological sciences. It is when 
the connection between hypothesis and conclusion requires many steps that mathematical 
theories show their value. The biological sciences, we are sometimes told, are data-driven and too 
complex to allow for the effective use of mathematical theories. However, consider 
pre-Copernican astronomy. Ptolemaic astronomers introduced a variety of devices (including 
equants, deferents and, most famously, circles moving on circles called epicycles) to account for 
the positions of the planets against the fixed stars. By the time of Copernicus, astronomers were 
using up to 80 epicycles to fit vast quantities of data gathered over thousands of years of 
observation. Could the mediaeval astronomer have foreseen that the complexities of the planetary 
motions would all follow as a consequence of two postulates, namely Newton’s second law of 
motion and Newton’s law of gravitation? Of course success in the physical sciences is no guarantee 
that theory can succeed in neuroscience. However, it does suggest that large amounts of data do 
not preclude the possibility or usefulness of theory. Rather, we might say that such quantities of 
data make theory necessary if we are ever to order and understand them. Experiment winnows the 
possible hypotheses and theory narrows and focuses the experimental alternatives.

What is a good theory? The usefulness of a theory lies in its concreteness and in the precision 
with which questions can be formulated. A successful approach is to find the minimum number of 
assumptions that imply as logical consequences the qualitative features of the system that we are 
trying to describe. As Einstein is reputed to have said: “Make things as simple as possible, but no 
simpler.” Of course there are risks in this approach. We may simplify too much or in the wrong way 
so that we leave out something essential or we may choose to ignore some facets of the data that 
distinguished scientists have spent their lifetimes elucidating. Nonetheless, the theoretician must 
first limit the domain of the investigation: that is, introduce a set of assumptions specific enough to 
give consequences that can be compared with observation. We must be able to see our way from 
assumptions to conclusions. The next step is experimental: to assess the validity of the underlying 
assumptions if possible and to test predicted consequences.

A ‘correct’ theory is not necessarily a good theory. For example, in analysing a system as 
complicated as a neuron, we must not try to include everything too soon. Theories involving vast 
numbers of neurons or large numbers of parameters can lead to systems of equations that defy 
analysis. Their fault is not that what they contain is incorrect, but that they contain too much.

A theory is not a legal document and, in spite of occasional suggestions to the contrary, no 
scientist is in communication with the Almighty. Theoretical analysis is an ongoing attempt to 
create a structure — changing it when necessary — that finally arrives at consequences consistent 
with our experience. Indeed, one characteristic of a good theory is that one can modify the 
structure and know what the consequences will be. From the point of view of an experimentalist, a 
good theory provides a structure in to which seemingly incongruous data can be incorporated and 
that suggests new experiments to assess the validity of this structure. A good theory helps the 
experimentalist to decide which questions are the most important.
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Testing the assumptions
In the classic monocular deprivation para-
digm, neurons in the visual cortex tend to 
disconnect from neurons in the deprived 
eye10,11,18,19. Intuition suggests that this is a 
simple case of ‘use it or lose it’ — that is, the 
absence of activity in the deprived retina 
causes the thalamic inputs serving this eye 
to wither in the cortex. However, the BCM 
theory proposes instead that the loss of 
responsiveness and loss of connectivity is 
actively driven by the residual activity in the 
deprived eye (represented by the symbol d) 
when this activity consistently and repeat-
edly fails to correlate with a strong integrated 
postsynaptic response — that is, when c < θm. 
Thus, poorly correlated activity is worse than 
no activity at all. Testing this assumption has 
led to several interesting new experimental 
observations (see REFS 20–24 for exam-
ples), which have in turn led to additional 
theoretical work.

One theoretically motivated13,15 experi-
ment was the comparison of the conse-
quences of monocular eyelid closure18,25,26 
or simple blurring of images on the retina27 
with those of temporary anaesthetic-induced 
inactivation of one retina with tetrodotoxin 
(TTX). Counterintuitively, but consistent 
with the BCM theory, the data from this 
experiment showed that retina inactivation 
actually protects the deprived synapses from 
depression. This observation has been made 
in both kittens25 and mice18,26, and in all cases 
monocular inactivation causes far less visual 
response depression than monocular eyelid 
closure, suggesting that response depression 
is triggered by activity (not inactivity) in the 
retino–geniculo–cortical pathway.

The interpretation of this result depends 
on the seemingly reasonable assumption 
that in the inactivated case, activity in the 
lateral geniculate nucleus (LGN), which 
relays activity from the retina to the cortex, 
is reduced or silenced compared with the 
eyelid closure case. However, a study that 
tested this assumption yielded surpris-
ing results28. The activity of LGN neurons 
in awake animals was recorded during 
normal vision, when the eyelid was sealed 
shut or when TTX was injected into the 
eye. Consistent with prior assumptions, 
eyelid closure had no effect on mean LGN 
firing rates but de‑correlated the activity 
of the neurons. Unexpectedly, however, 
monocular inactivation also did not 
reduce mean activity in the LGN. Instead, 
it caused an increase in correlated firing 
in cells within the LGN, which was due to 
the onset of synchronous bursting activity. 
These results do not challenge the notion 

that de‑correlated activity in the LGN is a 
trigger for synaptic weakening in the cor-
tex, but they force a substantial revision of 
how monocular inactivation experiments 
are interpreted. Instead of silencing corti-
cal inputs, it seems that intraocular TTX 
imposes a regime of spontaneous hyper
synchrony that may protect cortical synapses 
from weakening (FIG. 4).

These observations inspired a recent 
analysis of the effect of input correlations 
during deprivation experiments, which 
revealed that large correlations in neuronal 
activity in the LGN can slow the loss of cor-
tical responsiveness to the deprived eye29. 
Further experimental work to quantitatively 
determine the correlations in firing within 
the LGN under different viewing conditions 
would permit a more detailed comparison of 
theory and experiment.

Understanding how LGN activity trig-
gers (or fails to trigger) changes in the cortex 
is of great interest because of its clinical 
relevance to amblyopia, a leading cause of 
visual impairment worldwide that can arise 
from poor image formation in one eye dur-
ing early childhood. Although the optics of 
the affected eye can be corrected, there can 
nevertheless be life-long visual disability 
owing to weakening of synaptic transmission 
between the LGN and the visual cortex. It 
is interesting to consider the possibility that 
changes in how LGN neurons respond to 
deprivation could contribute to the develop-
mental regulation of visual cortical plasticity.

New phenomena
One of the most interesting functions a theory 
can perform is to suggest experiments that 
reveal new phenomena. Consideration of the 

Figure 1 | Information transfer in cortical cells and theories of synaptic modification.  a | In order for 
the information required for Hebbian synaptic modification to be available locally at each of the synapses 
on a postsynaptic cell (i), information about the integrated postsynaptic firing rate (c

i
) must be propagated 

backwards or retrogradely (by depolarization or spiking in the direction opposite to the usual anterograde 
signal flow) from the cell body to each of the synapses. m

j
 refers to the jth synapse and d

j 
is the incoming 

firing rate at this synapse8. The existence of ‘back spiking’ (dashed lines) that could carry the information 
required for Hebbian modification was later confirmed experimentally and shown to be associated with 
changes in synaptic strength. b–d | These figures show various theories of synaptic modification, wherein 
the strength of synaptic modification is determined by the product of the input activity (d) and the φ func-
tion of the concurrent level of integrated response (c) in a postsynaptic neuron. b | Simple Hebbian modi-
fication assumes that active synapses grow stronger at a rate proportional to the concurrent integrated 
postsynaptic response; therefore, the value of φ increases monotonically with c. c | The CLO (Cooper, 
Liberman and Oja) theory combined Hebbian and what has been called ‘anti-Hebbian’ learning to obtain 
a more general rule that can yield selective responses4. When a pattern of input activity evokes a postsyn-
aptic response greater than what is called the modification threshold (θ

m
), the active synapses potentiate. 

When a pattern evokes a response less than θ
m

, the active synapses depress. This property can lead to 
neurons that respond to some but not all patterns; that is, to selective responses. d | The BCM (Bienenstock, 
Cooper and Munro) theory1,12 incorporates a sliding modification threshold that adjusts as a function of 
the history of average activity in the postsynaptic neuron. This graph shows the shape of φ at two different 
values of θ

m
. The orange curve shows how synapses modify after a period of postsynaptic inactivity, and 

the red curve shows how synapses modify after a period of heightened postsynaptic activity. Part a is 
reproduced, with permission, from REF. 8 © (1973) Elsevier.
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BCM theory led to the search for and ulti-
mately the establishment of the phenomena 
known as homosynaptic LTD, bidirectional 
synaptic plasticity and metaplasticity30.

One early challenge to the simple use‑it 
or lose‑it model was the discovery by Hubel 
and Wiesel that eyelid closure has robust 
cortical effects only when the other eye is 
open and viewing the world; that is, the 
consequences of binocular deprivation are 
mild compared with the consequences of 
monocular deprivation31. This observation 
spawned the important concept of binocu-
lar competition, which is conventionally 
explained using a model in which strong 
activation of cortical neurons by the non-
deprived eye leads to the production of a 
‘punishment’ signal that causes the demise 
of inactive cortical synapses associated with 
the deprived eye32–34. However, this explana-
tion for binocular competition is hard to 
reconcile with the results of a manipulation 
called ‘reverse suture’ in which the previ-
ously closed eyelid is opened after a period 
of monocular deprivation and the eyelids of 

the previously open eye are sutured closed. 
This manipulation leads to a situation in the 
cortex in which the strong input pathway 
is not receiving visual stimulation and the 
input pathway that is receiving visual stimu-
lation is not strong. Thus, cortical activity 
immediately falls to a low level11 and so, 
presumably, would the hypothetical punish-
ment signal. Nonetheless, the synaptic inputs 
from the newly deprived eye depress rapidly 
(at a rate comparable to monocular depriva-
tion), and there is a lag of several days before 
the synapses serving the previously deprived 
eye recover strength (FIG. 2). These results 
were not compatible with the conventional 
view of binocular competition circa 1985. 
The BCM theory, with its assumptions about 
how synapses undergo depression and the 
inclusion of a slowly adjusting modifica-
tion threshold, had no difficultly explaining 
these results. As described below, in the 
BCM theory, binocular competition occurs 
because the activity-dependent modifica-
tion threshold, θm, has different values dur-
ing binocular deprivation and monocular 

deprivation. This elegant explanation of the 
reverse suture experiment provided motiva-
tion to search for experimental evidence for 
the assumptions of the theory.

An essential postulate of the BCM theory 
is the existence of synaptic depression at 
activated synapses if the postsynaptic cell is 
not sufficiently depolarized. By 1990, it was 
well established that long-term potentiation 
(LTP) occurs at activated synapses in the 
hippocampus when the postsynaptic cell 
is strongly depolarized, which was usually 
accomplished experimentally by synchro-
nously stimulating a large population of 
synapses at high frequencies35,36. To satisfy 
the synaptic weakening requirement of the 
BCM theory, Dudek and Bear37 explored 
the consequences of reducing stimulation 
frequency and intensity37, and this work cul-
minated in the low-frequency stimulation 
(LFS) protocols that are in widespread use 
today for inducing de novo LTD. Before this 
experimental advance, which is celebrating 
its twentieth anniversary, there was wide-
spread scepticism about the existence and 
significance of any form of homosynaptic 
LTD38–41 (BOX 2). However, once there was a 
reliable and reproducible method to induce 
it, the study of LTD flourished. This work 
has led to numerous insights, not only into 
the fundamental cell biology of synaptic 
modification42,43 but also into the patho-
physiology of neurological and psychiatric 
diseases44.

By systematically varying the stimulation 
frequency, it was possible to experimentally 
verify the φ function of the BCM theory: 
LTD was induced by tetanic stimulation over 
a range of low frequencies, LTP was induced 
by stimulation at a range of high frequencies 
and there was an intermediate stimulation 
frequency that caused no net change, which 
was equivalent to θm (FIG. 5). Moreover, it 
was shown that induction of LTD, like LTP, 
required activation of NMDA-type gluta-
mate receptors (NMDARs). This finding 
suggests that the amount of calcium flowing 
through voltage-dependent NMDARs con-
trols the direction and magnitude of synaptic 
plasticity, a concept that had been suggested 
previously45,46 and that was later supported 
experimentally47–50. Additional studies 
showed that the same synapses could support 
LTD and LTP, and thus were bidirectionally 
modifiable37,47,51,52.

As these and many subsequent studies 
of LTD and LTP relied on changes in the 
stimulation frequency to vary the level of 
NMDAR activation, it is sometimes referred 
to as ‘frequency-dependent plasticity’ (to 
distinguish it from spike-timing-dependent 

Figure 2 | Ocular dominance plasticity in the kitten visual cortex.  a | Chronic recording of a neuron 
in the kitten visual cortex. Histograms show action potentials in response to visual stimulation pre-
sented at the times indicated by the horizontal red bars. This animal was reared normally and then 
subjected to brief monocular deprivation by closure of the right eyelid. The neuron, which was initially 
binocularly responsive, rapidly lost responses to the deprived eye. b | In this case, recordings in a visual 
cortex neuron began after a period of deprivation of the left eye, so the initial response is monocular. 
In the manipulation called ‘reverse suture’, the initially open eye is closed and the previously deprived 
eye is opened. The newly closed right eye rapidly loses strength even though the neuron is not acti-
vated by the other eye. The newly opened eye gains strength slowly after a delay of a day or two. Parts 
a and b are reproduced, with permission, from REF. 11 © (1989) American Physiological Society.
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plasticity (STDP), which is discussed 
below). However, this characterization 
is overly simplistic. The key variable that 
governs the polarity of synaptic modifica-
tion is the postsynaptic membrane voltage 
at the moment that glutamate binds the 
NMDAR53. Thus, the φ function at synapses 

in the CA1 region of the hippocampus can 
be observed with stimulation of variable 
duration and frequency when the post-
synaptic voltage is directly manipulated 
with current injection54–56 and when the 
number of active NMDARs is controlled 
pharmacologically49,57.

Experimental verification of the φ func-
tion was obtained first in the hippocampus 
and then reproduced in the visual cortex58. 
The similar qualities of LTD and LTP in these 
structures (and in various species) suggested 
the possibility that excitatory synapse modi-
fication throughout the cortex might be well 
described by the BCM theory53, and indeed 
the φ function has been experimentally veri-
fied in many cortical areas, even including the 
human inferotemporal cortex59. Not surpris-
ingly, the subsequent and ongoing study of 
synaptic plasticity has led to the discovery 
of additional forms of LTD and LTP that go 
well beyond the initial theoretical postu-
lates60,61. Nevertheless, the general principles 
of bidirectional synaptic plasticity that were 
first revealed by LTD and LTP studies in the 
CA1 region of hippocampus appear to apply 
broadly and contribute to many functions42. 
In addition to serving as a guide to discover 
these principles, the BCM theory has pro-
vided a bridge that links elementary forms of 
synapse modification to their systems-level 
consequences, such as receptive field plastic-
ity, learning and memory (for additional  
discussion, see REFS 53,62,63).

LTD and amblyopia
Understanding the diverse mechanisms of 
homosynaptic LTD has led to significant and 
therapeutically important insights into the 
synaptic basis of diseases, including addic-
tion64, Parkinson’s disease65, Alzheimer’s 
disease66, fragile X syndrome67 and autism68. 
However, the original goal of studying this 
form of plasticity was to understand amblyo-
pia. After two decades of intense study, we 
can now safely conclude (in mice at least) 
that the mechanisms of NMDAR-dependent 
LTD are indeed primarily responsible for the 
initial loss of visual responsiveness in the vis-
ual cortex after monocular deprivation69–71.

One rapid consequence of monocular 
deprivation is depression of transmis-
sion specifically at thalamocortical syn-
apses — the excitatory synapses that bring 
information from the LGN into the cortex. 
The magnitude of this change is sufficient 
to account entirely for the full ocular 
dominance shift as measured by the ratio 
of deprived to non-deprived eye cortical 
responses72. After only 3 days of monocular 
deprivation there are also clear structural 
changes in thalamocortical synapses26 that 
eventually culminate in the large-scale 
retraction of axons73. These changes do not 
occur if cortical NMDARs are blocked74–78. 
Connecting NMDAR-dependent deprived-
eye depression and LTD has been challeng-
ing and often controversial, but it is now 

Figure 3 | Results of BCM simulations in environments using noisy natural images.  The left column 
of figures shows, for each example, a matrix of the synaptic weights of the inputs from the two retinas 
onto a single cortical neuron, yielding the neuron’s receptive field (that is, the region of the retina to 
which the neuron responds). Each pixel represents a point in space over the retina and the intensity 
of the shading corresponds to the synaptic strength from that retinal input (in which white is a strong 
synapse and black is a weak synapse). The right column shows how the maximal response of the neuron 
to oriented stimuli changes as a function of time. Left eye responses are shown in blue, whereas right 
eye responses are shown in green. In normal rearing simulations, both eyes are presented with natural 
scenes. The neuron acquires stable binocular responses and receptive fields that are selective for 
stimulus orientation. In monocular deprivation simulations following normal rearing, the left eye is 
presented with noise and the right with natural scenes. The neuron rapidly loses responsiveness to the 
deprived eye. In binocular deprivation simulations following normal rearing, both eyes are presented 
with noise. The neuron retains responsiveness to both eyes, but it is important to note that if the bin-
ocular deprivation simulation is run for long enough, selectivity will be lost. In reverse suture simula-
tions following monocular deprivation, the eye initially presented with noise is now presented with 
natural scenes, and the other eye is presented with noise. Responses to the newly deprived eye are 
rapidly lost and responses to the formerly deprived eye recover after a delay, explained in part by the 
time required for θ

m
 to adjust. In binocular recovery simulations following monocular deprivation, both 

eyes are presented with natural scenes. The neuron rapidly recovers binocular responsiveness. These 
simulation results show that the BCM (Bienenstock, Cooper and Munro) theory is in agreement with 
experimental observations14,187.
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established that monocular deprivation 
induces LTD in the visual cortex69,70, that 
the mechanisms of LTD are required for the 
effect of monocular deprivation71,79,80 and 
that LTD can be accompanied by structural 
plasticity81. An interesting complication 
has been the discovery of different forms 
of LTD in different layers of the mouse 
visual cortex. In layer 4, LTD is mediated 
by NMDAR-triggered AMPA-type gluta-
mate receptor (AMPAR) internalization70, 
and inhibition of this mechanism prevents 
deprived-eye response depression71,80. In 
layer 3, however, LTD is mediated by an 
NMDAR-dependent mechanism that also 
requires signalling via the CB1 endocannab-
inoid receptor and is expressed presynapti-
cally70. If CB1 receptors are blocked, there 
is no deprived-eye response depression in 
layer 3 (REF. 79).

As new methods have been developed 
to study the visual cortex, it has been 
shown that deprivation can change synaptic 
transmission and neuronal excitability in 
myriads of ways in different intracortical 
circuits61,82,83. Much work remains to be done 
in order to understand how each mechanism 
contributes to the functional consequences 
of deprivation. However, LTD of excitatory 
synapses as postulated in the BCM theory 
is an excellent first approximation of the 
primary cause of visual impairment after 
monocular deprivation. Unstructured retinal 
noise from an eye with poor image forma-
tion results in LGN activity that fails to con-
sistently correlate with a strong postsynaptic 
response in the visual cortex; consequently, 
NMDARs are weakly activated, AMPARs are 
internalized (in layer 4) and neurons stop 
responding to stimulation of the deprived 

eye. Blocking retinal noise, inhibiting corti-
cal NMDAR activation or preventing expres-
sion of NMDAR-dependent LTD protects 
the visual cortex from the deleterious effects 
of deprivation71,80,84.

The physiological relevance of homo-
synaptic LTD has sometimes been ques-
tioned because the experimental induction 
paradigms (repetitive electrical stimula-
tion37,47,52,85 or pharmacological activation of 
glutamate receptors86–89) do not mimic the 
natural patterns of activity in the brain62. 
The same critique can be levelled without 
exception against every synaptic plasticity 
paradigm that involves repetitive electrical 
stimulation of pre- and/or postsynaptic neu-
rons. The justification for these approaches 
is of course that one hopes they will reveal 
the mechanisms that serve naturally occur-
ring synaptic modification. In the case of 

Figure 4 | Activity patterns that trigger ocular dominance plasticity. 
The cartoons depict cortical neurons receiving retinal inputs from right 
(green) and left (blue) eyes via the lateral geniculate nucleus (LGN).  
a | Normal binocular connections are maintained by patterns of input from 
the two eyes that are temporally well correlated. b | During monocular eyelid 
closure, the structured activity in one input (green) is replaced by uncorre-
lated noise. This activity triggers long-term depression (LTD) at LGN–corti-
cal synapses. c,d | An experimental test of the requirement for noise to 
trigger LTD was to inject the eye with tetrodotoxin (TTX), which silences the 
retina. It was observed that inputs from the injected eye continue to drive 

strong cortical responses after the TTX wears off, showing that silencing the 
retina protects synapses from the deleterious effects of eyelid closure18,25. 
On the basis of LGN recordings in anaesthetized animals25,188, the original 
interpretation of this experiment was based on the assumption that silenc-
ing the retino–geniculate input also silences the LGN–cortex inputs (c). 
However, recent experiments performed on awake animals have shown that 
silencing the retina causes the LGN to fire spontaneously in synchronous 
bursts28, which is similar to what occurs naturally during slow-wave sleep189 
(d). This regime of highly correlated activity in the awake animal may protect 
cortical synapses from weakening29.
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LTD, it has now been established that the 
mechanisms revealed by LFS and related 
induction paradigms also occur in vivo and 
contribute to many forms of experience-
dependent modification44,60,90–93, including 
ocular dominance plasticity69,71. This end — 
a deep understanding of how synapses lose 
strength under physiological and pathophys-
iological conditions — justifies the means 
used to study LTD over the past 20 years.

The sliding modification threshold
The BCM sliding modification threshold 
provides another excellent demonstration 
of the fruitful interplay between experiment 
and theory. As described above, the sliding 
modification threshold was introduced in 
part to provide stabilization. Evidence for a 
sliding threshold has now been obtained in 
several brain regions (see REFS 94–101 for 
example), and it appears to be as widespread 
as LTD and LTP (FIG. 5).

In the visual cortex, the presence of 
this sliding threshold immediately helps to 
explain the differences that are obtained 
in monocular and binocular deprivation 
experiments and the results of the reverse 
suture experiment described above13,30,102,103. 
The sliding threshold is nicely demonstrated 
by experiments performed in the mouse 
visual cortex over the past few years57,104. In 
the mouse, binocular responses in the visual 
cortex are normally dominated by the con-
tralateral eye; thus, monocular deprivation 
of the contralateral eye in the mouse is simi-
lar to the reverse suture approach that has 
been used in kittens (FIG. 2). The first effect 
of closing the contralateral eye is a rapid 
synaptic depression via the mechanism of 
LTD18,70,71,80. After 3 days of monocular dep-
rivation, the cortical response to stimulation 
of the deprived eye decreases by ~50%, but 
little change occurs in the cortical response 
to stimulation of the non-deprived ipsilateral 
eye. Remarkably, however, over the next sev-
eral days the response to ipsilateral eye stimu-
lation doubles, compensating for the loss of 
contralateral eye responsiveness18,105. Note 
that experience through the non-deprived 
ipsilateral eye has not changed during this 
time but the consequences apparently have —
it now drives response potentiation to maxi-
mally use cortical resources made available by 
the loss of another input105 (FIG. 6).

The general notion that the rules of 
synaptic modification vary depending on 
the recent history of synaptic or cellular 
activity has come to be called metaplastic-
ity106, and the BCM sliding threshold was 
the first instantiation of the concept. The 
idea is that θm, which today we might call an 

LTP threshold, is set by the recent history of 
integrated postsynaptic activity. To main-
tain homeostasis in the face of a changing 
environment, weakly active neurons seek to 
‘turn up the volume’ on synaptic input by 
reducing this threshold, whereas hyperac-
tive neurons seek to ‘turn down the volume’ 
by raising this threshold (which promotes 
LTD instead of LTP). According to the BCM 

theory, the value of θm is reduced in the 
mouse visual cortex during contralateral 
eyelid closure17. This adjustment permits the 
experience-dependent potentiation of the 
initially weak inputs from the ipsilateral eye.

This explanation of the choreography of 
synaptic modification during monocular 
deprivation differs from that provided by 
the concept of synaptic scaling, in which 

Box 2 | The discovery of homosynaptic long-term depression

Homosynaptic long-term depression (LTD) is now viewed as an inevitable property of synapses. 
However, it was not always so, and certainly not at the time of its discovery41. The reasons for this 
scepticism were threefold: it was difficult to pinpoint experimental conditions in which LTD could 
be elicited reliably and distinguished from a pathological change; some reports of LTD proved 
difficult to reproduce; and there was little conviction (certainly outside the community of 
theoreticians) that homosynaptic LTD is useful or needed to account for synaptic memory storage 
or plasticity in the visual cortex.

The existence of homosynaptic LTD was suggested by early observations that electrical 
stimulation of the cortex or hippocampus sometimes depressed evoked responses168–171. However, 
it was difficult to make the connection between cause and effect. For example, 15 Hz stimulation 
of the perforant path was reported to be more likely to elicit depression in the dentate gyrus than 
was 400 Hz stimulation; but this ‘LTD’ was observed in only 5 out of 16 animals, was transient and 
always coincided with a spreading depression observed on the electroencephalogram152. Similarly, 
when stimulation was paired with intracellular depolarization of cortical neurons, LTD was 
observed in 2 out of 28 attempts169. In another study, the cortex was stimulated at high frequency 
in the presence of bicuculline methiodide (BMI) to suppress inhibition. A depressed response was 
observed in 11 out of 23 neurons, but the same tetanus caused long-term potentiation (LTP) in 8 
cells and no change was observed in the remainder171. By 1980, it had been shown that 
hippocampal LTP could be erased by low-frequency stimulation (LFS) at 1 Hz172–174. However, to be 
effective, this stimulation had to be delivered within minutes of LTP induction; the same 
stimulation had no effect on control pathways. As a similar disruption of LTP could be caused by 
nonspecific manipulations like temporary anoxia175, it was believed that the phenomenon of 
de‑potentiation is more relevant to memory consolidation than it is to memory formation or LTD. 
Without insight into how it could be induced de novo in a synapse-specific way, LTD could be easily 
dismissed as an artefact or an epiphenomenon.

A stronger case could be made at that time for heterosynaptic LTD, which is a generalized loss of 
synaptic efficacy of unstimulated inputs when the postsynaptic neuron is activated strongly by 
other inputs137,176–178 or by antidromic stimulation179,180. However, heterosynaptic LTD was robust 
only at perforant path–dentate gyrus synapses in vivo; it was not reliably observed in other brain 
regions or in slice preparations181. Furthermore, this type of change seemed better suited for 
homeostatic renormalization of synaptic weights than for information storage. Another type of 
LTD of the parallel fibre–Purkinje cell synapse had been described182, but this phenomenon 
depended on co‑activation of climbing fibres and was peculiar to the cerebellum183.

Systematic attempts to establish conditions required for homosynaptic LTD in the 
hippocampus184 and visual cortex163 were described around 1990. It was reported that 
simultaneous 5 Hz synaptic stimulation and postsynaptic hyperpolarization of CA1 pyramidal 
neurons could induce LTD by a mechanism that did not require NMDA-type glutamate receptors. 
However, other laboratories were unable to replicate the findings38. In the visual cortex, another 
NMDA receptor-independent form of LTD was reported, but in this case the necessary condition 
was 50 Hz stimulation plus postsynaptic depolarization. Unfortunately this phenomenon was 
difficult to reproduce in the visual cortex and did not generalize to the hippocampus185.

Seeing is believing, but often to see, one has to believe. The strong theoretical motivation of the 
BCM (Bienenstock, Cooper and Munro) theory led Dudek and Bear to persist in an attempt to 
demonstrate homosynaptic LTD when others with less conviction might have moved on30. Soon 
after their initial success in demonstrating this form of plasticity30,37,51, follow‑on studies firmly 
established the phenomenon, including some that revealed the intracellular trigger for LTD in CA1 
(REFS 47,48,186), and others that showed that homosynaptic LTD exists in the visual cortex of two 
evolutionarily divergent species58,85. Additionally, it was shown that homosynaptic LTD and 
bidirectional synaptic plasticity occur in the adult hippocampus in vivo52. Thus, in addition to 
describing a novel form of synaptic plasticity, Dudek and Bear showed that belief in homosynaptic 
LTD was not misplaced. Today, it is appreciated that homosynaptic LTD of various types is widely 
expressed in the CNS44,60,93.
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there is a neuron-wide normalization of syn-
aptic weights when activity is increased or 
decreased107. Synaptic scaling is a fascinating 
and widespread phenomenon, but it does 
not appear to account for non-deprived-eye 
potentiation after monocular deprivation. 
The simple reason is that a comparable 
increase in ipsilateral eye response fails to 
occur during binocular deprivation, even 
when binocular deprivation follows 3 days 
of contralateral eyelid closure17,84. This result 
indicates that the ipsilateral eye potentiation 
is driven by experience through the ipsilat-
eral eye and is not a passive consequence of 
reduced cortical activity. Consistent with 
this view, the ipsilateral eye potentiation that 
follows contralateral eye depression requires 

activation of NMDARs, whereas synaptic 
scaling does not108–110 (FIG. 6)

Experiments that were motivated by the 
BCM theory in visual cortex slices from 
rats94,111 and mice57 showed that lowering 
cortical activity by brief (≤2 days) binocular 
deprivation is indeed sufficient to lower the 
LTP threshold and shift the LTD–LTP fre-
quency–response curves57,94,111 (FIG. 5). This 
effect of deprivation is rapidly reversed by 
restoring vision. The simplest mechanism 
that can account for a sliding LTP threshold 
involves activity-dependent regulation of 
the calcium signals that trigger LTD and 
LTP45,112–115. We now understand that the 
shifts in the threshold are due to a change 
in the sensitivity of cortical neurons to 

NMDAR activation57, and one underly-
ing mechanism is the activity-dependent 
regulation of the ratio of NR2A to NR2B 
subunits in NMDARs99,114,116,117. The NR2A/
NR2B ratio controls both the biophysical 
properties and the intracellular protein 
interactions of these receptors118–120. The net 
result of the shift from NR2A to NR2B is a 
change in the type of stimulation required to 
induce LTD and LTP. Light deprivation121–123 
and closure of the contralateral eyelid124 
lowers the NR2A/NR2B ratio in the visual 
cortex, whereas light exposure increases 
it. Although there is more to the sliding 
threshold than this single mechanism125–133, 
experiments with mice in which this ratio 
was manipulated genetically indicate that 
changes in the NMDAR subunit composi-
tion in the visual cortex are causally related 
to both the shift in LTP threshold104 and the 
propensity for non-deprived-eye potentiation 
after monocular deprivation110.

The cell biology of the activity-dependent 
shift in NR2A/NR2B ratio remains to be elu-
cidated in detail. When animals are exposed 
to light after a period of darkness, NR2A lev-
els rise rapidly (within 2 hours of the onset 
light exposure) in the visual cortex, and 
this rise coincides with an increase in the 
NR2A/NR2B ratio of synaptic NMDARs121. 
This experience-dependent increase in the 
NR2A/NR2B ratio requires activation of 
both NMDARs and metabotropic glutamate 
receptor 5 (REF. 134). Conversely, evidence 
from cultured cortical neurons indicates 
that reduced activation of NR2B‑containing 
NMDARs causes an increase in the synthesis 
of NR2B via an increase in mRNA transla-
tion (rather than via an increase in mRNA 
transcription)124.

Recent in vitro studies in the hippocam-
pus have shown that the NR2A/NR2B ratio 
(and, as a consequence, the LTP threshold) 
can be adjusted on a synapse-by‑synapse 
basis depending on the history of local 
synaptic glutamate release117,135,136. These 
observations diverge from the BCM pro-
posal that the modification threshold has 
the same value at all synapses on a given 
neuron and is set by the history of inte-
grated postsynaptic spiking activity. This 
distinction is important because to account 
for properties such as binocular competi-
tion in the visual cortex, it is necessary 
that the threshold is set and adjusted on a 
cell-wide basis. In vivo studies in the hip-
pocampus have revealed cell-wide shifts in 
the LTP threshold that support the theoreti-
cal assumptions96, and it will be important 
in future studies to unravel the individual 
and combined contributions of various 

Figure 5 | Experimental verification of the φ function and the sliding modification threshold.  
a | Homosynaptic long-term depression (LTD) induced in the CA1 region of hippocampus by low- 
frequency stimulation (LFS) at 1 Hz37. This protocol was used to test the BCM (Bienenstock, Cooper 
and Munro) assumption that synapses depress when presynaptic activity consistently fails to correlate 
with strong postsynaptic responses. b | By varying stimulation frequency (and thereby the magnitude 
of the postsynaptic response), it was possible to experimentally demonstrate a synaptic modification 
function consistent with the assumptions of the BCM theory53. When a pattern of input activity evokes 
a postsynaptic response greater than a critical value corresponding to θ

m
, the active synapses potenti-

ate. When a pattern evokes a response less than θ
m

, the active synapses depress. c | Homosynaptic LTD 
induced in visual cortex by 1 Hz stimulation85. d | Stimulation frequency–response functions derived 
from the visual cortex of normally reared mice and rats are compared to those derived from dark-
exposed animals. Curves are semi-schematic and have been fitted to data from REF. 94 and REF. 104. 
Dashed regions are extrapolated from existing data and remain to be confirmed experimentally. These 
experiments confirm the BCM assumption of the existence of a sliding modification threshold. The 
long-term potentiation threshold is reduced in the visual cortex after total light deprivation. DG,  
dentate gyrus; FP, field potential.
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molecular mechanisms to the BCM sliding 
threshold and synaptic homeostasis.

These examples provide excellent dem-
onstrations of the interaction between 
theoretical, mathematical and logical ideas 
with experiment. A theoretical proposal 
that was devised to account for observations 
in the visual cortex in vivo contributed to 
the metaplasticity concept and culminated 
in a much deeper understanding of the 
mechanisms of synaptic plasticity and how 
they are regulated. Additionally, the theory 
has provided a structure in which the cel-
lular- and systems-level consequences of 
various mechanisms can be explored and 
understood.

Cortical recovery of function
The BCM theory is relevant to the clini-
cally important question of how vision 
can recover from the deleterious effects of 
monocular deprivation. If synapses car-
rying information from the deprived eye 
are physically present (that is, they have 
not been completely eliminated) and if the 
cortex is at an age at which it is modifiable, 
then the BCM theory suggests that restor-
ing well-correlated activity in the strong 
(non-deprived) and weak (deprived) eyes 
should lead to recovery from amblyopia. 
The process is analogous to associative LTP 
in the hippocampus36,137–139. Weak synapses 
will potentiate as long as their activity cor-
relates with integrated postsynaptic activity 
driven by the strong eye that exceeds the 
modification threshold13. The key theoreti-
cal requirement is that patterns of activity 
in the two eyes are well correlated. This 
hypothesis was explicitly tested by examin-
ing recovery from monocular deprivation 
in kittens with well-aligned binocular 
optics and in animals with experimentally 
induced optical misalignment. As pre-
dicted, good recovery occurred only in 
animals that had well-aligned eyes102.

A strategy that is used to promote recov-
ery from amblyopia in the clinic entails 
patching the strong eye140. According to the 
BCM theory, this procedure (like reverse 
suture) works because the modification 
threshold adjusts when the cortex becomes 
quiet in the absence of input from the 
strong eye, again setting up a condition in 
which the activity of weak synapses cor-
relates with integrated postsynaptic activity 
that is greater than θm. However, recovery 
during reverse suture (or patching) is pre-
dicted to be slow, in part owing to the time 
it takes for θm to adjust. This theoretical 
prediction has also been tested, and the 
experiments confirmed that recovery is 

Figure 6 | Choreography of the ocular dominance shift in the mouse visual cortex. a | Schematic 
of the visual pathway from retina to cortex in the mouse. b | Schematic of changes in the strength of 
visual responses caused by deprivation of the contralateral eye18,190,191. Note that before deprivation, 
the response to contralateral eye stimulation is approximately twice as large as the response to ipsi-
lateral eye stimulation. During the first 3 days of monocular deprivation, ocular dominance is shifted 
by loss of deprived eye responsiveness. Over subsequent days, there is a large compensatory increase 
in the response to the non-deprived, ipsilateral eye (I, II and III refer to time points before, during and 
after the full expression of the ocular dominance shift, respectively). c | According to the BCM 
(Bienenstock, Cooper and Munro) theory, this open-eye potentiation is enabled by the adjustment of 
the modification threshold after the first 3 days of deprivation. The shapes of the φ function at different 
values of θ

m
 before (I), during (II) and after (III) the ocular dominance shift are shown. d | Full expression 

of ipsilateral eye potentiation requires visual experience through the ipsilateral eye, showing that it is 
not merely a passive consequence of cortical inactivity17. e | Ipsilateral eye potentiation is prevented 
by blockade of NMDA-type glutamate receptors (NMDARs)108–110.
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faster when monocular deprivation is fol-
lowed by binocular experience than when 
the strong eye is patched103. The fact that 
the simple restoration of balanced bin-
ocular vision is not always successful in 
humans is probably explained by the small 
size of receptive fields in the primate visual 
system, which necessitates a level of preci-
sion in interocular alignment that is difficult 
to achieve following amblyopia.

The BCM theory makes no explicit 
statements about why plasticity is more 
robust in young animals than in adults. The 
conventional view based on the work of 
Hubel and Wiesel141 has been that plastic-
ity is restricted to a critical period of early 
development, thus explaining why recovery 
from amblyopia is extremely limited in 
adults. However, recent research has led to 
the appreciation that the adult visual cortex 
retains great potential for synaptic plasticity 
(for examples, see REFS 108,142) that poten-
tially could be harnessed to promote recov-
ery of function125. On the basis of what is 
known about metaplasticity in the visual 
cortex and the BCM theory, one might pre-
dict that the optimal conditions to promote 
recovery from amblyopia in adults would 
be to first lower the value of θm and then 
restore well-correlated visual experience 
to both eyes. Resetting θm could be accom-
plished, for example, by total light depriva-
tion for several days. Indeed, experiments 
in adult rats have shown that substantial 
recovery from the effects of monocular 
deprivation is possible when binocular 
vision follows a period of complete dark-
ness143. In part, this recovery appears to be 
accounted for by potentiation of thalamo-
cortical synaptic transmission144. The BCM 
sliding threshold inspired the design of 
these experiments and provided a frame-
work in which they can be interpreted. The 
same logic could be applied to promote 
recovery of function in multiple modalities 
after deprivation, injury or disease125.

Beyond the BCM theory
BCM may be regarded as a lowest-order 
phenomenological theory that operates at a 
similar level to the ideal gas equation, which 
has been modified by deeper analysis to 
include factors such as the finite size of mol-
ecules and intermolecular forces. One would 
expect a similar evolution for the BCM 
theory, and indeed this is well underway145.

As described above, LTD and LTP can 
be induced by varying the stimulation 
frequency while holding the number of 
stimulated presynaptic inputs constant. 
However, bidirectional modifications can 

also be induced by holding the presynaptic 
stimulation frequency constant and vary-
ing the number of coactive afferents146, 
the postsynaptic voltage55,147 or the level of 
NMDAR activation49, as well as by varying 
the precise timing of pre- and postsynaptic 
action potentials (STDP148,149). There is also 
considerable variation in the qualities of 
plasticity at different types of excitatory 
synapse, even within the visual cortex70,150.

Are there unifying mechanistic prin-
ciples that can account for these different 
methods of inducing plasticity at differ-
ent synapses? One can begin to answer 
this question by asking whether the same 
synapses can express STDP and rate-based 
(BCM) plasticity using common prin-
ciples, and attempts to do so have been 
made29,151–156. Attempts have also been 
made to explain different forms of syn-
aptic plasticity from shared fundamental 
cellular and molecular mechanisms157–160. 
For example, it had been proposed and 
demonstrated experimentally that a mod-
erate increase of the calcium concentra-
tion above baseline levels produces LTD, 
whereas a larger increase in concentra-
tion produces LTP46,49,50,161–165. A calcium 
control hypothesis that was derived from 
lower-level molecular models of synaptic 
modification has been shown to be capable 
of accounting for the plasticity induced 
using the various protocols mentioned 
above159. According to this hypothesis, syn-
aptic modification is governed by a single 
calcium-dependent function that depresses 
synapses at low amounts of calcium influx 
and potentiates synapses at larger values. 
This model can account for plasticity 
induced by pairing (voltage clamp), STDP 
or varying presynaptic frequency and thus 
can lead us from a fundamental physiologi-
cal mechanism to the BCM theory and 
experience-dependent plasticity of visual 
cortical receptive fields.

It is interesting to note that this par-
ticular model requires the additional 
assumption that in neurons expressing 
STDP, the back-propagating action poten-
tial in the dendrites must be broader than 
the action potential observed in the soma. 
This assumption is required to account for 
the observed LTD that occurs when the 
postsynaptic spike precedes the presynap-
tic release of glutamate and provides yet 
another example of the value of theory, 
as the functional significance of dendritic 
action potential morphology might be 
unappreciated without it. Testing these 
assumptions and the dependence of STDP 
upon them requires detailed and rigorous 

experimental examination, but available 
data indicate that back-propagating action 
potentials are indeed wider than those 
found in soma166,167.

Conclusion
The function of theory in the physical sci-
ences has long been to provide a framework 
in which further questions could be posed, 
experiments designed and new phenom-
ena discovered and put in an appropriate 
place in the overall theoretical structure. 
We believe that the BCM theory provides 
a good example of what a theory can do 
in neuroscience. As we have described, 
this theory has suggested experiments to 
confirm both its postulates and some of 
its consequences, and these experiments 
in turn have resulted in the discovery of 
important new phenomena. The interac-
tion between the BCM theory and experi-
ment has thus been fruitful and now, three 
decades after its introduction, we are at a 
level of sophistication and refinement that 
would have been impossible to imagine at 
the beginning.

If 30 years seems like a long time, we 
might recall that it took over 2,000 years to 
progress from early Greek concepts of the 
motion of the planets to the view we hold 
today (BOX 1). One hopes the complete eluci-
dation of the nature and basis of cortical syn-
aptic plasticity will be achieved in somewhat 
less time.
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